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Abstract: 

This paper describes the technique Mel-Frequency Cepstral Coefficients (MFCC), Delta MFCC, and 

Double Delta MFCC for Extract the Features and DTW for Pattern Matching of Automatic Speech 

Recognition (ASR) for Marathi. These studies present a speaker-independent Speech Recognition System 

for Marathi. The Dataset of Created of Speech being natural data and Speech disordered people's speech 

data in the Marathi language. The dataset of speech samples was created with samples of Marathi Digits 

and words with and without speech disorder. „PRAAT‟ was used for these recordings. Various feature 

extraction techniques are available, but MFCC is widely used and here, Double Delta MFCC is used to 

increase the recognition rate along with DTW for Pattern Matching. Speech being natural interaction 

medium technology can be used to develop small interfaces which can be used for various applications to 

help interaction between human and computer systems. This research aims to have good interaction 

between the Human and Computer Systems and, the patient suffering from Speech disorders peoples. That 

means the "Voice Technology" has been improved in the Marathi Language. 

Keywords:Automatic Speech Recognition (ASR), Double Delta Mel-Frequency Cepstral Coefficients (DD 

MFCC), Dynamic Time Warping (DTW), Small Vocabulary Marathi Speech (SVMS) 

I. INTRODUCTION 

This study represents Small vocabulary Automatic Speech Recognition for the Marathi language using Mel-Frequency 

Cepstral Coefficients (MFCC) and Dynamic Time Warping (DTW) techniques. The database plays important role in 

recognition, in this work, a sort vocabulary database was required, and so a database was created in the research lab. The 

experimental work is carried out using Python by using some libraries. Many libraries are used in python for Speech 

recognition systems. LIBROSA library package is used in this work to read the wave File, Extract Features, Pattern Matching 

and Plot Diagram. Once the database is available, the next is to apply the feature extraction step; which can be done using 

various techniques. Here, the MFCC technique is used for Feature Extraction, being the most widely used and having 

similarity to the human auditory system. MFCC has 12 Cepstral coefficient features with one coefficient energy feature and 

Delta has extracted the 26 features Double Delta MFCC has 39 Cepstral coefficient features to extract the speech features. 

[12] After the extraction of features, the pattern-matching technique is to be used. DTW technique is implemented for this. 

Although the database used is small, and techniques are also widely used, once the recognition is obtained, such systems can 

be used to develop interfaces for some small, useful applications/platforms to address various requirements, such as hands-

free applications, IVRS, specific devices for small vocabulary, teaching aid, etc. 

II. METHODOLOGY 

Speech files are preprocessed in order to process the feature extraction. Signal modeling and pattern matching are the 

two main tasks carried out by the voice recognition system. Speech signals are transformed into a set of parameters through a 

process. Speech when recorded and saved to the system becomes digitized. It is needed to preprocess speech file(s). The 

technique followed figure by us for the proposed work is shown in Figure no 1. [1] 
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Fig.1: Methodology for Proposed Work [1] 

III. IMPLEMENTATION 

A. DATABASE USED FOR WORK 

The speech data will be collected from Normal Speakers and Speech Disorder Speakers in the Marathi language. The 

selected speakers will be from Aurangabad District. They would be comfortable with reading & speaking the Marathi 

language the speaker is classified on the essential gender. We are choosing a small vocabulary of 10 common Digits and 5 

Isolated Words in Marathi speech data. For small vocabulary speech recognition, the vocabulary size was kept to a maximum 

of 10 digits one target language chosen is the Marathi language. While maintaining enough veracity for models developed 

using the data to possibly be fully utilized for some applications, we want to have a limited vocabulary to ensure that the data-

collecting collecting method was lightweight. Additionally, we want the dataset to be accessible in ways that are comparable 

to those of collections like the 10 frequent numbers and the 5 Words. The recording environment is noisy Environment so 

very difficult to collect the speech data. Speech data acquisition is the first step to the word-building of a speech recognition 

system the speech training data is utilized to train the algorithm to affect recognition accuracy. We describe here the measures 

taken for collected speech data, to develop a small vocabulary Marathi speech recognition system (SVMS) as a part of voice. 

To achieve high audio quality, the recording was done in the lab so with noisy sound and echo. The sampling frequency for 

all recordings was set to 16000 Hz. [1] the speech data was collected with the help of microphone „PRAAT‟ software using 

the Mono channel. We are using noise-canceling software „Audacity‟ to remove the noise and echo. The small vocabulary 

data size is a total of 10 speakers and each speaker is to collect one word in ten utterances. The total size of the database is 

1500 Audio files. The following table is collected from the Marathi speech database and IPA (International Phonetic 

Alphabet) format. Table no I and table no II represent the used database of Marathi digits and isolated words. 

 
TABLE I: MARATHI SPEECH DATABASE OF DIGITS               TABLE II: MARATHI SPEECH DATABASE OF WORDS 
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IV. EXPERIMENTAL WORK 

A. FEATURES EXTRACTION FOR SPEECH RECOGNITION 

The purpose of feature extraction is to transform voice waveform into a parametric representation. Mel-Frequency 

Cepstral Coefficients (MFCC), Relative Spectra Perceptual Linear Prediction (RASTA-PLP), Discrete Wavelet Transforms 

(DWT), Linear Predictive Coding (LPC), and PCA this technique used for feature extraction of speech recognition, most 

commonly using the MFCC technique so we represent the MFCC and Delta MFCC, and Double Delta MFCC for Feature 

Extraction Technique. 

B. MFCC TECHNIQUE 

Extraction of MFCC features from audio signals. These works take the input of disorder speech it is the 39 MFCC features 

parameters are 12 Cepstrum Coefficients plus the energy term. Then we've 2 more sets like the delta and therefore the double 

delta values. Extract Mel Frequency Cepstral Coefficients from an audio signal. These features are defined from the 13 

MFCC features vectors, which are extracted from the “.wav” file of the input speech signal. After adding energy and then 

delta and double delta features to the 12 Cepstral features, 39 MFCC features are derived. 12 Cepstral coefficients, 12 Deltas 

Cepstral Coefficients, 12 double delta Cepstral coefficients, one MFCC energy, one Delta energy, and one Double Delta 

Coefficient Energy. Extraction of MFCC features from audio signals. These works take the peak loudness across all channels 

and will be used to calculate the MFCC. The outcome can be different from the individual MFCC calculation for each 

channel. The Diagram shows the flow of the MFCC Technique. 

 
Fig. 2: Block diagram of MFCC computation 

(https://www.google.com/search?q=BLOCK+DIAGRAM+OF+MFCC+IN+PYTHON) 

1) Pre-Emphasis: The Pre-Emphasis step isolated digits data case is moving over purify which emphasizes higher 

frequencies. It will increase the ability to the signal at a higher frequency. A form of filter called pre-emphasis 

filtering kept high frequencies in a spectrum. This procedure's goal was to make the input sound less noisy so that 

sound extraction would be more accurate. [12] 

2) Framing: Signal. In this frame, the length should not be too short or too long. If the frame length is short we not 

getting enough bits and for the long length the signal changes. [1] The inconsistency of the sound effect from the 

vocal production organs made processing signals in a short segment became necessary. The typical frame duration 

was between 10 and 30 milliseconds. This framing process was carried out continuously until all signals could be 

processed and generally done overlapping for each frame. [12] 

3) Windowing: Windowing of an individual is done to eliminate the discontinuities t the edges o the frames. It is used to 

reduce the spectral effects, and smooth the signal for conditional of the Fast Fourier Transmission (FFT). The frame-

blocking procedure had the effect of discontinuing the signal. The signal became discontinuous as a result of the 

frame-blocking operation. A windowing technique was required in order to lessen the discontinuous impact on the 

signal caused by the frame-blocking operation. By increasing every nth frame by the value of the nth window, 

depending on the kind of window being utilized, this windowing method lessened the impact of the frame-blocking 

process. [12] 

4) Mel-Filter Bank: The frequency range in the FFT spectrum is extensive, and the voice signal does not follow the 

linear scale. 

5) DCT: DCT converts the log Mel spectrums from frequency back to time demine. Transform with DCT is required 

because FFT has been performed. DCT was the final step in the basic process of MFCC feature extraction. The 

fundamental idea behind DCT was to embellish the Mel spectrum to create an accurate picture of the local spectral 

characteristics. To provide an accurate representation of the sound spectral, DCT was used to determine the 

spectrum. . The result was called the Mel-Frequency Cepstrum Coefficient (MFCC). [13] 

https://www.google.com/search?q=BLOCK+DIAGRAM+OF+MFCC+IN+PYTHON
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C. READ WAVE FILE 

The following figure no 3 shows the wave file. The graphical representation of fig 3.1 shows the normal person audio file 

and fig. 3.2 is showing the Speech disorder person audio file. The time is shown on the X-axis, while the amplitude is shown 

on the Y-axis of the audio signal digit „one‟ (EK) using the Python 3.10.1 version interface. 

Fig. 3.1:(A) Speech Being Natural                                                  Fig. 3.2: (B) Speech Disorder Person 
Fig. 3: Read Wave File of Digit One (EK) in Fig.3.1 and Fig. 3.2 

D. MFCC FOR FEATURES  

The below table shows the MFCC technique applied to the wave file to extract 13 Cepstrum coefficient features using the 

LIBROSA package. The following Table no III shows the normal person MFCC features and Table no VI shows the Speech 

disorder person MFCC features such represent the 10 frames and MFCC features from the given word „EK‟. Additionally, we 

compute these characteristics' means, medians, and standard deviations. Figure no 4 shows more understanding of the 

graphical representation of the MFCC features and frames. Every frame of Delta MFCC is represented by a different color in 

figure no 6. [14] The x-axis is used for each of the MFC Coefficients (from 0 to 13 in this Figure). The y-axis is used for the 

values of the coefficients (ranging approx. from -600 to 200 in this figure no 5). 

TABLE III: MFCC FEATURES WITH 10 FRAME OF NORMAL PERSON FOR DIGITS ONE (EK) 

 

TABLE IV: MFCC FEATURES WITH FRAME OF SPEECH DISORDER PERSON DIGITS ONE (EK) 
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Fig.4.1: (A) Normal Person                          Fig.4.1: (B) Speech Disorder People 

Fig 4: MFCC Features with Frames of Digits One (EK) in Wave Format in Fig. 4.1 and Fig. 4.2 

 

 

E. DELTA MFCC RESULT 

The below table shows the Delta MFCC technique applied to the wave file to extract 26 Cepstrum coefficient features. 

The following Table no V shows the normal person DeltaMFCC features and Table no VI shows the Speech disorder person 

Delta MFCC features such as representing the 10 frames and MFCC features from the given word „EK‟. Figure no 5 shows 

more understanding of the graphical representation of the Delta MFCC features and frames. Every frame of Delta MFCC is 

represented by a different color in figure no 6. [14] The x-axis is used for each of the MFC coefficients (from 0 to 26 in this 

Figure). The y-axis is used for the values of the coefficients (ranging approx. from -1 to 45 in this figure no 5).  
26 Delta MFCC Formula: Δ k =fk− fk− 1 (One is Energy Coefficient) [9] 

TABLE V: DELTA MFCC FEATURES WITH FRAMES OF NORMAL PERSON DIGITS ONE (EK) 
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TABLE VI: DELTA MFCC FEATURES WITH FRAMES OF SPEECH DISORDER PERSON DIGITS ONE (EK) 

 

 
Fig.5.1: (A) Normal Person                              Fig.5.1: (B) Speech Disorder People 

Fig. 5: Delta MFCC Features with Frames of Digits One (EK) in Wave Format in Fig. 5.1 and Fig. 5.2 

F. DOUBLE DELTA MFCC RESULT 

The below table shows the Double Delta MFCC technique applied to the Audio file to extract 39 Cepstrum Coefficient 

features. The following Table no VII shows the normal person Delta MFCC features and Table no VIII shows the Speech 

disorder person Delta MFCC features such as representing the 10 frames and MFCC features from the given word „EK‟. 

Figure no 6 shows more and more understanding of the graphical representation of the Double Delta MFCC features and 

frames. Every frame of Double Delta MFCC is represented by a different color in figure no 6. [14] The x-axis is used for each 

of the MFC coefficients (from 0 to 39 in this Figure). The y-axis is used for the values of the coefficients (ranging approx 

from -1 to 25 in this figure no 6).  

39 Double Delta MFCC Formula: ΔΔk =fk−fk−1 (one is Energy Coefficient) [9] 

TABLE VII: DOUBLE DELTA MFCC FEATURES WITH FRAMES OF NORMAL PERSON DIGITS ONE (EK) 
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TABLE VIII: DOUBLE DELTA MFCC FEATURES WITH FRAMES OF SPEECH DISORDER PERSON DIGITS ONE (EK) 

 

 
Fig.6.1:(A) Normal Person                                     Fig.6.2:  (B) Speech Disorder People 

Fig. 6: Double Delta MFCC Features with Frames of Digits One (EK) in Wave Format in Fig. 6.1 and Fig. 6.2 

 

 

G. PATTERN MATCHING USING DTW TECHNIQUE 

Once feature vectors are generated using MFCC, the next step is to find the optimal match. The simplest way to recognize 

sentence samples is to compare them to a number of stored templates and determine the best match. DTW is a technique for 

evaluating how closely two patterns match up across time zones. The DTW is used for normal people's speech data and 

Speech disordered speech data these two audio waves file DTW is an instance of the general class of algorithms known as 

dynamic programming. With the help of the Dynamic Time Warping method, it is possible to align the reference and test 

patterns and determine the average distance between the two sequences A and B. The below table no XI represents the DTW 

table of the digit one (EK). The difference must be calculated between frames in the time domain, not between samples in a 

"single feature domain. This can be more understood by the following figure no 7.1 representing the normal person's speech 

data match, we find that the Normalized Distance 12376.31 is two normal person wave files. And figure no 7.2 represent the 

normal person and Speech disordered person this two-person Marathi digit one (EK) audio data shows how to match the 

features in the wave file and we find that the Normalized Distance is 15176.01. In this figure red line represent the proper 

alignment of the match. Every human has different sound characteristics. A unique algorithm called dynamic time warping 

(DTW) is required to determine whether a sound is compatible. Also the classification by calculating the distance between 

12D vectors. It is a Dynamic Time Warping, so the difference must be calculated between frames in the time domain, not 

between samples in a "Single Feature Domain". 
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TABLE IX: DTW FEATURES MATCHING TABLE OF SAME WORD IS DIGIT ONE (EK) 

 

 
Fig. 7.1: (A) Two Normal Persons    Fig. 7.2: (B) One Normal and Speech Disorder  

  (Normalized Distance: 12376.31)                  (Normalized Distance: 15176.01) 

Fig. 7: DTW Technique for Pattern Matching of Digit One (EK) in Fig. 7.1 and Fig. 7.2 

H. PATTERN MATCHING REPRESENTATION IN WAVE FILE 

An audio signal creates a time series. Two audio signals, or two-time series, of two separate persons, are seen above. Time 

series have been matched using the conventional technique of Euclidian matching. The two don't have the same times. [10] 

Any two-time series can be compared one-to-one on the time axis using the Euclidean distance or another comparable 

distance. The first time series amplitude at a time (T) will be contrasted with the second time series' amplitude at the same 

time. Even if the two-time series have extremely similar shapes but are out of phase with respect to time, the comparison and 

similarity score will suffer as a result. [11] Following figure no 8. Represent how to accurately match the features of two 

normal persons and figure no 9. Represent the normal person and Speech disordered person's features. Red lines represent the 

match of each word frame and sound in figures. 
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Fig. 8: Match the Features of Two Normal Persons Speech of Digit One (EK) 

 

Fig. 9: Match the Features of First Wave is a speech disorder Person and second wave of Speech Normal Person of Digit One (EK) 

V. FUTURE SCOPE 

To develop Marathi speech recognition is carried out for small vocabulary in Marathi. The same system can be 

developed with a large vocabulary. This system can be used to develop many applications like small, useful 

applications/platforms to address various requirements, such as hands-free applications, IVRS, specific devices for small 

vocabulary, teaching aid, etc. Also, technique-wise, more than one Feature Extraction technique can be applied to enhance the 

recognition rate. 

VI. CONCLUSION 

In this work, we presented a Double Delta MFCC for Feature Extraction and DTW for Pattern matching for the Marathi 

using Automatic Speech Recognition. The speech recognition system is based on Python version 3.10.3 using LIBROSA 

Package techniques. [7] This paper aims to which technique to better the recognition rate for SVMS recognition and also can 

recognize a large dataset of the Marathi language. The choice of feature extraction techniques is an essential step in the 

speech recognition process since the more wisely we choose the extraction technique, the more accurate results we get. This 

comparison revealed that each extraction method has reliability and performance issues. Also, the results showed the 

importance of applying mixture feature extraction techniques since each of the presented extraction techniques complements 

the work. The main objective of best accuracy for the feature extraction method is according to the criteria that matter most 

for Marathi speech recognition. In the application, using speech-based services will be used to find the recognition rates of the 

computer. A small vocabulary system in Marathi is developed using simple but effective techniques like MFCC and DTW.  

As this work has applied delta and double delta MFCC features, the recognition rate is increased, which will help in pattern 

matching. The dataset considered for this work is small but has samples of daily spoken words in communication, which will 

help to develop interfaces for many uses. 
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