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Abstract: 

Deployment of machine learning and AI continue to rapidly expand across a range of applications. 

Billions of devices are getting interconnected using IoT and the number of connected devices 

continues to grow exponentially. In edge computing the computation and intelligence are being 

brought closer to the edge devices like the gateways. Recently there is a growing interest in running 

machine learning models in the low-end devices particularly in embedded devices like 

microcontrollers (MCUs). Unlike high performance CPUs and GPUs these are resource constrained 

devices in terms of memory and computing power. This new paradigm of bringing machine learning 

and embedded devices together is referred to as TinyML. In this paper we present the motivation 

behind this paradigm, the challenges, and approaches to overcoming these challenges, popular 

frameworks and future directions. 
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I. INTRODUCTION 

IoT is being deployed in a wide range of applications with billions of connected devices. These IoT devices generate huge 

amount of raw data. Traditionally, these data are processed in the cloud as embedded and IoT devices are resource 

constrained and does not have the computing power to run machine learning models. Much of these embedded IoT devices 

are MCUs like ARM Cortex with limited memory and storage.  It is estimated that there there are around 300 billion 

microcontrollers today [1]. This opens great possibilities for building an intelligent and interconnected world [2]. This has 

motivated the idea of deploying neural networks on these tiny devices. TinyML evolved from this idea. This new paradigm of 

TinyML is aimed at deploying small machine learning models on these devices with sufficient speed and accuracy. 

Considering the huge potential, AI and TinyML are being adopted for United Nations’ Sustainable Development Goals [3]. 

 

II. EDGE COMPUTING AND ML 

 Cloud computing has limitations such as high latency, security, privacy and high bandwidth requirements. To overcome 

these edge computing evolved where some of the the work are offloaded on the edge devices like gateways and closer to the 

devices which generate the raw data. Edge computing [4] refers to the enabling technologies which allow computation to be 

performed at the edge of the network, on downstream data on behalf of cloud services and upstream data on behalf of IoT 

services. The idea is to allow computing and analysis closer to the end device. In IoT applications this allows aggregation and 

analysis of enormous amount of data close to the source of the data [5].However, in the traditional IoT the end devices merely 

transmit the raw data to the cloud for inference. The large AI model runs in the cloud with huge amount of memory and 

processing power. Here the main objective is accuracy and speed.  As the number of devices continues to grow there is an 

increasing need to bring intelligence to the IoT devices such as sensors and embedded microcontrollers.  Also, the increasing 

use of mobile devices has motivated the use of deep learning in these devices [6]. This requires that neural networks are more 

compact and efficient run in these devices. The goal is to bring intelligence to the low-end embedded device like the 

microcontrollers and sensors [7]. However; these devices have limited resources like onboard memory. On the other hand, 

machine learning models and frameworks like Tenosorflow require plenty of resource like memory and processing power. 

These rely on powerful CPUs and GPUs. 

III. TINYML 

 Microcontrollers are ubiquitous devices used in various devices from TVs to cars. They form a large of the part of the 

embedded devices. However, these microcontrollers are resource constrained such as the amount of RAM or the clock speed. 

For example a   typical ARM Cortex M microcontroller has upto 128 KB  RAM, upto 1MB flash with a clock speed of    

128MHz[8] However they have important characteristic i.e. they consume much less power in the range of microwatts or 

milliwatts and cost less. This is much less compared to a powerful modern CPU or a GPU. Thus, embedded microcontrollers 
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play vital role in IoT where they are deployed as the end-devices for collecting huge amount of raw data and providing the 

control logic. As we move away from the cloud and closer to the source of the data, we try to build more intelligence into the 

edge devices and the embedded IoT devices as well. However, it is a huge challenge to be able to bring intelligence to the 

devices such as an 8-bit microcontroller. 

 Recently, there has been great interest from the academia and industry to deploy ML on resource constrained embedded 

devices such as MCUs. However, they have memory in kilobyte whereas a CNN would require memory in tens of GBs with 

millions of parameters [9].TinyML is a paradigm which refers to machine learning on resource constrained devices like 

embedded microcontrollers and sensors [10,11].  In a blog by Pete Warden in 2018, ‘Why the Future of Machine Learning is 

Tiny’ [12] he proposed running ML on tiny MCUs. TinyML is an intersection of machine learning algorithms and embedded 

systems allowing machine learning inference with ultralow power consumption (less than 1mW).  TinyML uses inference of a 

pre-trained model to run on device like microcontroller. This uses model compression like pruning and quantization. 

Advantages of running ML on devices like MCUS are latency (some inference is done locally), reduced data transmissions 

(basic inference is done without pushing the data to the cloud, energy efficiency (microcontrollers consume little power), low 

cost, privacy (some data processing is done locally so less data is transmitted) and autonomy [13]. Figure 1 gives an overview 

of how TinyML provides data processing in context of cloud and edge computing environments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. TinyML challenges and solutions  

There are several challenges in deploying ML in devices like the MCU due to reasons including constrained resources and 
high power consumption required to run ML models. The on board memory in IoT devices  like an MCU are few hundred 
kilobytes of SRAM and around 1MB of flash memory and they are expected to run on batteries for months or years. 

B. Technique for overcoming the challenges 

 Traditional deep neural networks achieve speed accuracy with models consisting of millions of parameters and with high 
computing power. To enable deployment of TinyML model compression techniques are used. Compression of the neural 
network model is used to reduce machine learning models so that they are able to run with minimal resources. A number of 
approaches are used to such as pruning and quantization [14].Model pruning allows reduction in number of connections 
between layers [15]. In quantization, the network size is reduced by reducing the number of bits used to represent the weights 
like low precision arithmetic [16]. Weights which are represented in floating-point numbers are represented as fixed-point 
integers. Low precision number is widely used for model reduction. However reduction in bits precision using fixed-point can 
reduce the performance due to limited range [17,18]. A tapered-fixed point format may be used with unequal magnitude 
spacing and flexible dynamic range [19]. The efficiency of such tapered fixed-point numeral format compared with the 
standard fixed-point numerical format on multiple benchmarks is explored in a framework called a TENT [20]. In this a tapered 
fixed-point quantization algorithm is introduced.  This showed that tapered fixed-point format has better performance than a 

 

Fig. 1. A framework of IoT applications with cloud computing, edge computing and TinyML 
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fixed point format by reducing quantization error with only moderate increase in power consumption. Network compression is 
used to reduce the network coefficients using some lossless coding [21]. In knowledge distillation a well optimized 
model(‘student’) model is created from a pre-trained model(‘teacher’) model [22, 23]. Another approach is to improve the 
neural search architectures based on reinforcement learning and evolutionary search algorithms. Automated mobile neural 
architecture search (MNAS) is a CNN for mobile devices where latency is considered with a  factorized hierarchical search 
space[24]. 

 The above methods are based on reducing the number of parameters and FLOPS. However, tight memory constraints in 
MCUs lead to small model capacity or small input image size. These are acceptable for image classifications but not for other 
dense task such as object detection which limits ML on low-end devices like MCUs. It is seen that there is a memory 
bottleneck due to imbalanced activation memory distribution. MCUNet v2[25] is a patch – based inference which reduces peak 
memory usage of existing networks by up to 8x. Here a patch-by patch execution order is utilized for the initial memory 
intensive stage ofconvolutional neural network. This is unlike the conventional method where there is a layer-by-layer 
execution. Existing TinyML frameworks such as TFLM (Tensor Flow Lite for micros) uses layer-by-layer execution. Figure 2. 
Depicts a TinyML work flow. This process consists of training, optimizing, and deploying. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Tiny ML Frameworks 

Some TinyML software frameworks are Tensor Flow Lite for micros, uTensor, STMCubeAI, Edge ML, Edge Impulse and 
MinUnML. Also platforms such as Neuton provides AutoML or no-code features for easy deployment of TinyML. The 
features of some of the frameworks are given in Table 1. 

TABLE 1 FEATURES OF TINYML FRAMEWORKS 

Framework  Algorithms Compatible 

Platforms 

Output 

Languages 

Interoperable 

External 

Libraries 

Publicly 

Available 

Main 

Developer 

TensorFlow

Lite  

Neural 

networks 

ARM 

Cortex-M 

C++ TensorFlow Yes Google 

NanoEdge 

AI Studio 

Unsupervised 

learning 

ARM 

Cortex-M 

C - No Cartesiam 

STM 

32Cube. 

AI 

Neural 

networks 

STM32 C Keras 

TensorFlow 

Lite Caffe 

ConvNetJs 

Lasagne 

Yes STMicroele

ctronics 

uTensor Neural 

networks 

mBed boards C++ TensorFlow Yes Particular 

developer 

ELL Neural 

Networks 

ARM 

Cortex-M 

ARM 

Cortex-A 

Arduino 

C, C++ CNTK 

Darknet 

ONNX 

Yes Microsoft 

 

Fig. 2. A framework of IoT applications with cloud computing, edge computing and TinyML 
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micro:bit 

Tensor flow Lite and Tensor flow Light for Micros 

Tensorflow light [26] is a set of tools that enables on-device machine learning by helping developers run their models on 
mobile, embedded and edge devices. It is optimized for on-device machine learning by addressing key constraints such as 
latency, privacy, and connectivity, size and power consumption. It supports multiple platforms such as Android and iOS 
devices, embedded Linux and microcontrollers. It also has various languages support such as Java, Swift, Objective-C, C++ 
and Python.  

TensorFlow Lite Micro (TFLM) is an open-source ML inference framework for running deep-learning models on 
embedded systems [27,28]. TFLM was created to address serious issues in adoption of TinyML such hardware heterogeneity, 
fragmented eco system, lack of benchmark, lack of optimization and resource constraints and developments in deep learning.   
TFLM enable deployment of TinyML across different architectures. TFLM is an interpreter- based machine learning 
framework. It is designed to run machine learning models on microcontrollers and other devices with only a few kilobytes of 
memory. The core runtime fits in 16 KB on an Arm Cortex M3 and can run many basic models. It doesn't require operating 
system support any standard C or C++ libraries, or dynamic memory allocation. It supports various development boards such as 
Arduino Nano 33 BLE Sense,SparkFun Edge,STM32F746 Discovery kit,AdafruitEdgeBadge,Adafruit TensorFlow Lite for 
Microcontrollers Kit,Adafruit Circuit Playground Bluefruit,Espressif ESP32-DevKitC,Espressif ESP-EYE and others. 

 

Edge impulse 

Edge impulse [29] is an ML platform for embedded ML or TinyML. It supports AutoML. After training on the platform, it 
can run on the edge device. It can also be integrated with other firmware and the model can be exported to C++ or Arduino 
library. It support several board such a Arduino Nano 33 BLE Sense, Arduino Nicla Sense ME, Arduino Nicla Vision, Arduino 
Portenta H7 + Vision Shield, Espressif ESP32, Himax WE-I Plus, Infineon PSoC 62S2 Wi-Fi BT Pioneer Kit, TI CC1352P 
Launchpad, Raspberry Pi RP2040 among others. 

NanoEdge AI 

NanoEdge[30] AI Library contains an AI model designed to bring machine learning capabilities to any C code, in the form 
of easily implementable functions, such as  learning signal patterns, detecting anomalies, classifying signals, or extrapolating 
data. There are different types of NanoEdge AI Libraries for creating projects that can be created in NanoEdge AI. NanoEdge 
AI Library is an Artificial Intelligence (AI) static library originally developed by Cartesiam for embedded C software running 
on Arm Cortex microcontrollers. It comes in the form of a precompiled  file that provides building blocks to implement smart 
features into any C code. 

STM32Cube.AI 

It is a code generation and optimization software that allows machine learning and AI related tasks easier for STM32 ARM 
Cortex M based boards[31]. Implementation of neural networks in STM32 board can be directly achieved by using 
STM32Cube.AI to convert the neural nets into an optimized code for most appropriate MCU. It can optimize the memory 
usage during run time. It can use any trained model by conventional tools such as TensorFlow Lite, Keras, qKeras, 
TFL,ONNX, Matlab,andPyTorch. This tool is an extension of the original STM32CubeMX framework that helps 
STM32Cube.AI to perform code generation for target STM32 edge device and middleware parameter estimation. 

uTensor 

uTensor[32] is a free and open source embedded machine learning infrastructure designed for rapid-prototyping and 
deployment. uTensor is a user-friendly workflow that enables machine learning inferencing on microcontrollers (MCUs) built 
on top of TensorFlow and Mbed. It is an extremely light-weight machine learning inference framework built on Tensorflow 
and optimized for Arm targets.  uTensor is one of the first frameworks that bring machine learning inference onto the edge 
devices. The project includes an inference engine, a highly customizable graph processing tool and a data collection 
framework. The device code is optimized for hardware with only a few kilobytes of memory. uTensor consist of a standalone 
C++ runtime library and a code generator. The C++ library contains common kernel functions required in neural network 
evaluations. The code generator automates the process of creating C++ inference functions from models. The runtime library 
and an offline tool handles model translation work. The size of the core runtime is only ~2KB. 

Embedded Learning Library (ELL) 

The Embedded Learning Library [33] is an open source project to create a cross compiler for machine learning models. The 
ELL library has tools to convert a standard ML model, such as one created by CNTK or Darknet, into a universal .ell file (in 
JSON format). Then ELL tools can compile the .ell file into a model for a target device, such as a Raspberry Pi or an Android 
phone. 
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IV. CONCLUSION  

TinyML is accelerating deployment of machine learning on devices like microcontrollers. This will allow the embedded 
and IoT devices to provide inference on the devices where data are generated without continuous dependence on cloud or edge 
(connectivity) infrastructure. Also, there are emerging approaches such as TinyML as a service (TinyMLaaS), reforming 
tinyML which will allow updating the model and AutoML. Also MLOPs will allow scaling TinyML to large-scale 
deployments. However there are challenges as the frameworks, tools, platforms and benchmarks continue to evolve for the 
diverse hardware devices from different vendors. 
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